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§7.3 System of (algebraic) Linear Equations

System of n equations and n unknown

Systems of Linear Equations

Consider a system of m linear equations, in n (unknown)

varibales:
auxit+  apXet+ anxst -+ ainx, = b
anxi+ amxot+  aixst+ oo+ amX, =b
asXxi+  apxet+  asxst+ -+ azx, =bs (1)
amiX1+ amXo+ am3x3+ R - e N bm

where aj;, b; are real or complex numbers.
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§7.3 System of (algebraic) Linear Equations

System of n equations and n unknown

Continued
» Write
a a PR a
11 12 1n by X1
dy1 dx»x - A b
_ _ 2 o X2
A= a3 an -+ a3 | b= X =
bnm Xp
dml1 dm2 *°°  dmn

Then, A is called the coefficient matrix of the system (1).
We also write A = (aj).

» In matrix form, the system (1) is written as
Ax=Db (2)



§7.3 System of (algebraic) Linear Equations
System of n equations and n unknown

The Homogeneous Equation

» If b =0, then the system (2) would be called a
homogeneous system. So,

Ax=0 (3)

is a homogeneous system of linear equation.

» Then, x = 0 is a solution of the homogeneous system (3),
to be called the trivial solution.
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§7.3 System of (algebraic) Linear Equations

System of n equations and n unknown

A system and the homogeneous system

» Suppose x = x( is a solution of the system (2): Ax = b.
» Then, any solution of (2): Ax = b is of the form

x =x0 4 ¢ (4)

where £ is a solution of the corresponding homogeneous
system Ax = 0.

Satya Mandal, KU Chapter 5: System of 15'-Order Linear ODE §5.3 Linear S



§7.3 System of (algebraic) Linear Equations

System of n equations and n unknown

Augmented Matrix

» Corresponding to a system (1), define the augmented

matrix
ain a2 - an | b
a1 ax - anm | b
A|b = dsi d3p - dasp b3 (5)
dmli dm2 - dAmn bm

» In deed, the system (1) and the augmented matrix (5)
has the same information/data. The Up-shot: the row
operations performed on system (1), can be performed on
the augmented matrix (5), in stead.
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§7.3 System of (algebraic) Linear Equations

System of n equations and n unknown

Solving the system (1)

» There are three possibilities:
» The system (1), have no solution.
» The system (1), have a unique solution. For this
possibility, we need at least n equations.
» The system (1), have infinitely many solution.
» To solve system (1), we can use TI-84 (ref, rref).
Cosult any TI-84 site for instructions.
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§7.3 System of (algebraic) Linear Equations

System of n equations and n unknown

n = m: System of n equations and n unknown

In this course, we focus on the case when m = n.
That means, the number of equations is same as number of
unknowns xi, ..., x,. Now on, assume n = m

» When n = m, then the coefficient matrix A of (1) is a
square matrix of size n X n.

» Recall, a square matrix A is invertible <= |A| # 0.
» If |A] # 0, then the unique solution of system (2)

Ax=b is x=A"'b (6)
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Linear Independence

Linear Indpendence

» A set X1, Xy, ..., X, of vectors (in R") is said to be
linearly dependent over R if there are scalars ¢y, ..., ¢ in
R, not all zero such that ¢;x; + X + - -+ + cex, = 0.

» Likewise, a set x1,Xa, ..., X, of vectors (in C") is said to
be linearly dependent over C if there are scalars cy, ..., ¢k
in C, not all zero such that c;x; + Xy + - - - + cx, = 0.

» A set Xx1,Xo, ..., X, of vectors is said to be linearly
independent over R or C, if they are not linearly
dependent. That means, if

X1+ oxot+-+axk=0 —= cg=c=---=c¢ =0.
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Linear Independence

Continued

» Given a set x1,Xp, ..., Xk (in R” or C") of vectors, we
can form an n X k matrix X := ( X1 Xo e Xk )
» Then, x1,X», ..., X is linearly independent, if

Xc =0 = c=0. In other words, Xc = 0 has no
non-trivial solution.

» n such vectors, x1,Xa, ..., X, (in R” or C")

are linearly independent <= |X| # 0 <= Xis invertible.
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Eigenvalues and Eigenvectors

Eigenvalues and Eigenvectors

Suppose A is a square matrix of size n x n.
» A scalar A € C is said to be an Eigenvalue of A, if
|A —\l| =0.
» The following four conditions are equivalent:
1. A € Cis an Eigenvalue of A
2. [A—\|=0
3. The system (A — Al)x = 0 has nontrivial solutions.
4. There are non-zero vectors x such that Ax = A\x.
» Accordingly, a vector x # 0 is said to be an eigenvector,
for an eigenvalue \ of A, if Ax = Ax.
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Eigenvalues and Eigenvectors

Continued

» Eigenvalues are also called characteristic roots of A. (The
german word "eigen" means "particular” or "peculier”.)

» The equation |A — Al| =0, is a polynomial equation in A,
of degree n, to be called the characteristic equation of A.

» Counting multiplicity of roots, the characteristic equation
|A — Al| = 0, has n complex roots (including real roots).
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Eigenvalues and Eigenvectors

Computing Eigen Values and vectors

Matlab can be used to compute eigenvalues and eigenvectors.
Consult instructions in my site. The commands eig(A),
[V,D]=eig(A) will be useful. However, Matlab does not work
too well in this case. Eventually, we will use T1-84 to handle
all these. Although, TI-84 does not have any direct command
to do all these.
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Eigenvalues and Eigenvectors

» Sometimes, there is no choice but to use analytic
methods. This will be the case, when we have to deal
with complex eigenvalues.

» Main thrust of this section is to compute eigenvalues and
eigenvectors.
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Example 1
Example 2

Examples Example 3

Example 1

Find the eigenvalues and the corresponding eigenvector of

A:(ijﬁ) Use Matlab eig[V/, D]

» Analytically: The characteristic equation:

M_A”:‘l—A -2

4 —1—A‘:0
(1-N)(-1-AN)+8=0<= N +7=0
Eigenvalues are A= +V7i
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Example 1
Example 2

Examples Example 3

Eigenvectors for A = \/7i

To compute an eigenvector A = V7i, we solve (A —X)x=0,
which is

) (2)-)

2

{(1—ﬁi)x1—2x2—o :>{ (1—V7i)x —2x% =0

4y — (1+ V72 =0 0=0
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Example 1
Example 2

Examples Example 3

Continued

So, x; = 1’§ﬁ’

Taking x; = 1, an eigenvector for \ = Vi, is

X1

Satya Mandal, KU Chapter 5: System of 15'-Order Linear ODE §5.3 Linear S



Example 1
Example 2

Examples Example 3

Eigenvectors for A = —/7i

» An eigenvectors for \ = —+/7i can be computed, as in
the case of its conjugate \ = v/7i.

» Alternately, An eigenvectors for A\ = —/7i is the
conjugate of (7):
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Example 1
Example 2

Examples Example 3

Example 2

Find the eigenvalues and the corresponding eigenvector of

A= ( _11 g ) . Use Matlab eig[V, D]

» The characteristic equation:

IA— M| =

1-XA 3
-1 5-2AX

-0

(1-N5E-N)+3=0<= N —-61+8=0

Eigenvalues are A=24
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Example 1
Example 2

Examples Example 3

Eigenvectors for A = 2

For A = 2, solve (A — \/)x = 0, which is
1-2 3 x) (0
-1 5-2 X2 o 0
-1 3 X1
—]. 3 X2

—x1+3x =0 X1 = 93X
{—x1+3X2:0 :>{ 0=0

Il
VR
o o
W S—
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Example 1
Example 2

Examples Example 3

Continued

Taking x, = 1, an eigenvector for A = 2, is
o X1 o 3
~(2)-(1) ©

» Since A = 2 has multiplicity one, we expect only one
linearly independent eigenvector for A = 2.

Satya Mandal, KU Chapter 5: System of 15'-Order Linear ODE §5.3 Linear S



Example 1
Example 2

Examples Example 3

Eigenvectors for A = 4

For A = 4, solve (A — \l)x = 0, which is
(52 ()= ()
(2)(2)-(¢)

—3X1+3X2:0 0=
{ —X1+X2:0 :>{—X1—|—X2:O
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Example 1
Example 2

Examples Example 3

Continued

Taking x; = 1, an eigenvector for A = 4, is
o X1 o 1
=(2)-(1) 0

» Since A = 2 or A = 4 has multiplicity one, we expect only
one linearly independent eigenvector for, for each.
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Example 1
Example 2

Examples Example 3

Example 3

Let
-5 00

A= -1 7 0
-1 13

(a) Find the characteristic equation of A, (b) Find all the
eigenvalues of A, (c) Corresponding to each eigenvalue,
compute an eigen vector.
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Example 1
Example 2

Examples Example 3

Solution

Solution: The characteristic polynomial is

A+5 0 0
det(M —A) = 1 A—7 0| =(A+5)(A=T7)(A—3).
1 -1 A-3

So, the characteristic equation is
A+5)(A-T7T)(A—=3)=0.

Therefore, the eigenvalues are A = —5,7,3..
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Example 1
Example 2

Examples Example 3

Continued

To find an eigenvector corresponding to A = —5, solve
(=5 — A)x =0 or

0 0 0 X 0
1 —-12 0 y =10
1 -1 -8 z 0

Solving, we get

X = t, y ==t z=

Satya Mandal, KU Chapter 5: System of 15'-Order Linear ODE §5.3 Linear S



Example 1
Example 2

Examples Example 3

Continued

So, taking t = 1, an eigen vector for A = —5 is

SIES= =
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Example 1
Example 2

Examples Example 3

Continued

To find an eigenvector corresponding to A = 7, we have to
solve (7] — A)x = 0 or

12 00 X 0
1 00 y |=1(20
1 -1 4 z 0
Solving, we get
1
x=0 y=t z:Z(y—x):—t
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Example 1
Example 2

Examples Example 3

Continued

0
Witht=1,| 1
i
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is an eigenvector of A, for eigenvalue



Example 1
Example 2

Examples Example 3

Continued

To find an eigenvector corresponding to A = 3, wehave to
solve (3/ — A)x = 0 or

8 00 X 0
1 -4 0 y |=1020
1 -1 0 z 0
1
So, x=0 y:ZX:O z=t.
With t = 1, an eigenvector, for eigenvalue A = 3, is
0
0
1
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