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Nonhomogeneous Linear Systems

Finally, we consider Nonhomogeneous Linear Systems.

» A nonhomogeneous linear system can be written as:

y' = P(t)y +g(t) (1)
where P(t) = (p;(t)) is an n x n-matrix,
&1(t)
g(t) = g2(t) is a column matrix.
8n(t)

» We assume that p;(t), gj(t) are all continuous functions
on an open interval | : o <t < S.
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General Solutions

» Corresponding to (1), we have the homogeneous system:

y' = P(t)y (2)

» As in Chapter 3, 4, and in Linear Algebra, a general
solution of a nonhomogeneous system (1) has the form:

y=Y+yc where (3)

» Y =Y(t) is a particular solution of the system (1),
» y. is the general solution of the homogeneous system (2),
which can be computed using methods in §5.5, 5.6, 5.7.
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Methods to Find a particular solution Y

The following are some of the possible methods to compute a
particular solution Y:

» Diagonalization.

» Method of Undetermined coefficients.

» Variation of parameters.

» Laplace transforms (extension of chapter 6)

We would only discuss the first one. Further, we would only
consider the case, when P(t) = A is a constant matrix.
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Diagonalization

Diagonalizable system

Consider nonhomogeneous systems:
with constant coefficients y" = Ay + g(t) (4)

where A is an n x n-matrix with constant entries, g(t) is as in
(1). The corresponding homogeneous system:

y' = Ay (5)
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Diagonalization

» Sometimes, the matrix A would be diagonalizable. This
means, there is an invertible matrix T such that

rn 0 0
Tar=| % 2 O lop
0 0 - r,

is a diagonal matrix. This would be the case, when A has
a set of n linearly independent eigen VECTORS. (/n a
different sense, symmetric matrices are diagonalizable.)

It also follows AT = TD

» In this case, 1, r, ..., r, would be the eigenvalues of A
and i*-column of T would be the eigenvector for r;.

v
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Diagonalization

» Most importantly, we change variables:
z=Tly=7Z=T1Y=T'Ay+g(t)) =
Z =T Ay + T 'g(t) = DT 'y + h(t) = Dz + h(t)

where h(t) := T~'g(t) is a column vector of functions.
» It follows Z = Dz + h(t) =

Z:/l nzy + hl(t)
Zé _ Nz, + hg(t) (7)
z rnzn + hy(t)
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Diagonalization

» For future reference:

zi— nz hi(t)
zh— nz _ Tlg(t) = ha(t) (8)
zl — rz, ha(t)

» So, for i =1,2,...,n, z/ = r,z; + h;(t) are 1°*-order
Linear ODE in one variable (see §2.1 or the Appendix
below).
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Diagonalization

» By see (14) below (from §2.1) the general solution for z;:

t
z; = e"t [/ e "thi(t) + c,-] = et {/ e ""hi(s) + c,}
. to

» We need only a solution of (4). So, take ¢; = 0:

— [ / e"‘th,-(t)] (9)

» Clarification: The constant ¢;, will get absorbed in y.
term of the general solution y =Y +y. of (4).

» Now, to solve (4), compute y = Tz.
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Diagonalization

Compute T

» Compute the eigenvalues ri, r, ..., r, by solving
|A — rl| = 0. Some of these r; may repeat. (Write them
in increasing order.)

» Assume A has a set of n linearly independent eigenvectors

1,82, &n.
Let, T=(& & -+ & ).

Compute T~ (Use TI-84, unless it gives clumsy output).

vy

» We would be considering problems, with n =2,3. We
would also avoid complex eigenvalues.
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Example 1

Examples
P Example 2

Example 1

Find the general solution of

(A A (L)

» The corresponding homogeneous equation

y’=<_22 _23>y (11)
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Example 1

Examples Example 2

» We can use the above method, only if there are 2 linearly
independent eigenvectors. In particular, if all the
eigenvalues are distinct.

» Eigenvalues of A, are given by

:0:>{ 2-r)(-3-r)+4=0

2—r 2
So, r=-2,1

—2 —3—r

» Since two eigenvalues are distinct, there will be two
linearly independent eigenvectors.
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Example 1

Examples
P Example 2

Eigenvectors

» Eigenvectors for r = —2 is given by (A — r/)¢ = 0:
242 2 g\ (o
2 332 )\& )" \o
4 2 19 (0
(2 4)(2)-(0)=

0=0 . _ o (1
{2£1+£2:O With & =1, 51_<_2)

is an eigenvector for r = —2.
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Example 1

Examples Example 2

» Corresponding solution for the homogeneous ODE (11):

yO Mgt — ( _12 ) o2t
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Example 1

Examples
P Example 2

Eigenvectors

» Eigenvectors for r = 1 is given by (A — r/){ = 0:
2-1 2 a\ (0
(72 ) (2)-(0)
1 2 g\ [0
(2 %)(2)-(0)=

0=0 e 2
{51+252=0 With & =1, 52‘( 1)

is an eigenvector for r = 1.

Satya Mandal, KU Chapter 5: System of 15'-Order Linear ODE §5.8 Nonhomc



Example 1

Examples Example 2

» Corresponding solution for the homogeneous ODE (11):

@) = @ert _ < —12 ) ot
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Example 1

Examples
P Example 2

The Matrix T

» The matrix T is

> Also
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Example 1

Examples
P Example 2

Change variable z = Ty

» We change variables z = T~1y. By (8)
z1—nz _ T-1 _ -3 —§
(3r)=me0-( 23t e

7142z | _ -1 -2 —et
(252)-(3 )05
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Example 1

Examples
P Example 2

Solve for z
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Example 1
Example 2

Examples

Solve for z;

> We have 2 — 2, = 3¢’ + le*t
> The IF u(t) _expf —dt) =
» By (14), a solution z:

2= ul) [/ Hle)h(t "“}
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Example 1
Examples Example 2

A solution Y of (10)

» So,
z set+2e7t
S R e W
2 3 6
» Finally, a particular solution of (10):
1 -2 sef+2et
== (G ) (et

(I would leave it in this matrix form.)
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Example 1

Examples
P Example 2

The general solution of (10):

» The general solution (10):

(Again, | would leave it in this matrix form, where Y,
y®, vy are given above.)
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Example 1

Examples i

Example 2

Find the general solution of

() e

» The corresponding homogeneous equation

y’z(i Lll)y (13)
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Example 1

Examples Example 2

» Eigenvalues of A, are given by

1—-r 4
1 1—r

‘:0:>r2—2r— =0=— r=-1,3

» Since the eigenvalues are distinct, the corresponding eigen
vectors would be linearly independent. So, we can use the
method above.
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Example 1

Examples Example 2

Eigenvectors

» Eigenvectors for r = —1 is given by (A — rl){ = 0:

(13)(8)-(8)=

0=0 I
{§1+2§2:0 With & =1, ¢F _< 1 >

is an eigenvector for r = —1.
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Example 1

Examples Example 2

» Corresponding solution for the homogeneous ODE (13):

YU = gt — ( —12 ) ot
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Example 1

Examples Example 2

Eigenvectors

» Eigenvectors for r = 3 is given by (A — r/){ = 0:
1-3 4 g\ [0
Cat)(8)-(0)
-2 4 &\ (0
1 —2)l&g )= o

The second row is a multiple of the first row. It follows:

0=0 . 2
{51—252=o With & =1, 5(2)_<1)

is an eigenvector for r = 3.

Satya Mandal, KU Chapter 5: System of 15'-Order Linear ODE §5.8 Nonhomc



Example 1

Examples Example 2

» Corresponding solution for the homogeneous ODE (13):

Y — c@ert _ ( i ) o3t
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Example 1

Examples Example 2

The Matrix T

» The matrix T is
-2 2
- (1) ¢ ) =
(e e =7 )
> Also

L2 -1\_ 171 -2 _ -1
Sm\2 1) a4\ -1 -2)"\ ;

(I am OK with terminating decimal numbers, because
there is no rounding involved.)

NN =
\_/
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Example 1

Examples Example 2

Change variable z = Ty

» We change variables z = T~!y. By (8)

;o _1
< 2 hA ) =T 'g(t)=( *

Zy, — 2o

zZi+ 27 B —%
zb—3z ) %

NN =

\/
o
—~
~
N—r

NN =

VR
N |
(Dﬂ (DH
~_
I
N
Hlwp|Oor
> o
~ ~
~_
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Example 1
Example 2

Examples

Solve for z

> We have z{ + z; = 2!
» The IF p(t) = exp([ dt) = €'
» By (14) a solution for z;:

7 = ﬁ [/ ,u(t)hl(t)dt] =e! [/ e’ (Zet) dt]
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Example 1

Examples Example 2

Solve for z;

w

> We have z, — 3z, = jef
» The IF p(t) = exp([ —3dt) = e3¢
» By (14), a solution z:

7z = ﬁ [/u(t)hg(t)dt] =¥ {/ e 3t Gef) dt]

3 3 3
_ a3t — —2t 3t = —— t
- € [4/ dt} 4 o g°
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Example 1

Examples Example 2

A Particualr solution Y of (12)

» So,

- Z1 . get
Nz )7 e
-2 2 et —2et
_ _ 8 _
== () () - ()
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Example 1

Examples Example 2

The general solution of (12):

» The general solution (12):
Y=Yty =Y+ ay® + oy

where Y, yI, y( are given above.
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Appendix: Revisit §2.1

The Solution of FOLE

» Recall a 1**-order Linear ODE had the form
y' +p(t)y = g(t).

> The integrating factor: u(t) = exp ([ p(t)dt)

» The general solution:

y= s | [ noetar+e]

» Witn ¢ = 0, a solution for y is:

y= -t | [ o] (14)
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